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Algebras

Signature: 0 = (2, 7), where Q = {w1,...,wp} is a set of function

symbols and 7 is the arity function.

Algebra: A = (A,wh ... wWA), where Ais a set and Wi, ... WA are

operations on A (w® is the denotation of w; in A).

Formal language as an algebra: S = (S, 01,...,0,), where S is the set
of all formulas and o, ..., 0, are propositional functors. Let Var be

the set of propositional variables.

B = (B,wB,...,wB) is a subalgebra of A = (A,wp, ... wh) iff:

© B C Aand B is closed with respect to all operations w?

@ wB = wh | BT, where f | X denotes restriction of f to X.

Sg”(X) the least subalgebra of A containing X C A.
X is the set of generators of A iff SgA(X) = A.
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Algebras

h: A — B is a homomorphism of A into B, if for all w; € Q (1 < n)
and all a1,..., a5, : h(wh (a1, .. ., ar,,)) = wB(h(a1),. .., h(ar,.))-
Hom(A, B): the set of all homomorphisms from A into B.
Isomorphism: an injective onto homomorphism.

A and B are isomorphic iff there exists an isomorphism of A onto B.

If f: A — B is a homomorphism, then the relation

kers C dom(A) x dom(A) defined by x kers y iff f(x) = f(y) is called
the kernel of f.

Algebra A is free in a class I, if there exists a set X of generators of
A such that for any B € K and any map f : X — B there exists a
homomorphism g : A — B such that g [ X = f.

Algebra A is absolutely free, if it is free in the class of all algebras
similar to it.
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Congruences

o 0 is a congruence of an algebra A = (A,wi ... W) iff.

@ 0 is an equivalence relation of A;
Q forall1<i<nandall ai, bi,...,a,, . by, €A
if a10by, ...,a,, Ob, , then wh(ay,...,a,, )0w?(b1,..., b, ).

@ Con(A): the set of all congruences of A.
A/6 A/6

o A/ =(A/0,wy"",...,wy"") is the quotient algebra of A with
respect to § € Con(A), if forall 1 <i<nanday,...,a;, €A
M [alos- - [an, J0) = [P (a1, -, an, o

o If f: A — B is a homomorphism, then the relation ~¢C (dom(A))?
defined by x ~¢ y iff f(x) = f(y) is a congruence of A.

e If f is a congruence of A, then the canonical map kg : A — A/9,
defined by ky(a) = a/60 is a homomorphism (here a/6 is an
abbreviation of [a]y).

@ Algebra A is simple iff its only congruences are: the identity and the
full relation.
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Congruences

@ Let f : A — B be a surjective homomorphism. If § = kerr, then there
exists exactly one isomorphism h: A/6 — B such that ho kg = f.
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Consequence operators

o Let S=(S,F,...,F,) be a propositional language.
o C:p(S) — p(S) is a consequence (operator) in S iff for all X, Y C S:

Q@ X C C(X) (reflexivity)
Q if X C Y, then C(X) C C(Y) (monotonicity)
O C(C(X)) C C(X) (idempotency).

@ Let Fin(X) denote the set of all finite subsets of X. We say that C is:

finitary ift C(X) =J{C(Y):Y € Fin(X)} for all X C S;
compact iff for each Y C S there exists X € Fin(Y) such that: if
C(Y)=S, then C(X) =S;

consistent iff C(0) # S;

Post-complete iff C({a}) =S for each a ¢ C({0});

inconsistent iff C(X) =S for all X C S;

idle iff C(X) = X forall X C S.

@ For consequences C; and Gy in S let G < G iff Gi(X) C G(X), for
all X € S. The family of all consequences in S is a complete lattice.

©000 ©O

Jerzy Pogonowski (UAM) Algebraic Logic 2022 7/ 39



Consequence operators

@ Aset X C Sis C-closed (C-theory) iff X = C(X). Let
Th(C)={XCS:X=C(X)}.

o A family of sets is a closure system iff it is closed under set
intersections.

@ The family of all C-theories is a closure system.

o If X C p(S) is a closure system, then the operation C defined by

C(X)=({Y eX:XCY}forall X CSisa consequence in S.

@ The following conditions are equivalent:
QO GG
Q Th(G) C Th(G).

@ The following conditions are equivalent:

@ C is finitary.
@ Th(C) is inductive.
© Th(C) is closed under ultraproducts.
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Consequence operators

@ Aset XC S'is:

© C-consistent iff C(X) # S;

@ C-maximal iff X is C-consistent and C(X U {a}) =S for all o ¢ C(X);
© C-axiomatizable iff there exists a finite set Y such that C(X) = C(Y);
@ C-independent iff a ¢ C(X — {a}), for each a € X.

e If X is C-maximal, then C(X) is C-maximal element in the family of
all C-consistent theories.
e If C is finitary, then no infinite C-independent set is C-axiomatizable.

o If C is finitary in a countable language and there exists an infinite
C-independent set, then:
@ Th(C) is uncountable.
@ There exist countably many sets C(X), where X is finite.

© There exist uncountably many sets C(X), where C(X) is
C-axiomatizable.
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Consequence operators

@ Any relation r C p(S) x S is called a rule of inference in S.

o Let Rs denote the set of all rules of inference in S.

e Any (X, «) € ris called a sequent of r.

@ Any pair (R, X), where R C Rg and X C S is called a sentential logic
(a logical system). If £ = (R, X) is a sentential logic, then:

@ R is the set of primitive rules of L
@ X is the set of axioms of L.

o Let Cld(R,X) iffforall re R,all PC Sandall v € S: if (P,a) er
and P C X, then o € X.

@ Forany X C S and R C Rg let:
C(R,X)={Y CS:XCYand Cld(R, Y)}.

o C(R,X)=Xiff Cld(R, X), forany X C S and R C Rs.

e Each pair (R, X), where R C Rs determines a consequence Cg x in S:
Crx(Y)=C(R,XUY).

@ For any finitary consequence C there exist: a set X C S and a set
R C Rs such that C = Cg x. If C = Cg x, then (R, X) is called a
base of C.
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Consequence operators

o Let r € Adm(R, X) iff C(RU{r}, X) C C(R, X) (admissible rules
w.rt. X €S and R C Rg).

o Let r € Der(R,X) iff C(RU{r},XUY)C C(R,XUY), for all
Y C S (derivable rules w.rt. X C S and R C Rg).

o It follows from these definitions that:
@ r < Adm(R, X) iff Cld({r}, C(R, X)).
@ r € Der(R, X) iff Cld({r}, C(R,X U Y)), forall Y CS.
© Der(R, X)=N{Adm(R,XUY):Y CS}.
© Der(R, X) C Adm(R, X).
@ Admissible and derivable rules can be also defined in terms of
consequence operators:
@ r € DER(C) iff « € C(P), for all (P,a) € r;
@© r € ADM(CQ) iff P C C(®) implies «w € C(0), for all (P, ) € r.
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Consequence operators

@ Each substitution e : Var — S can be extended to a homomorphism
h¢:S5—S.

o The rule of substitution r is defined by: ({a}, ) € r. iff 8 = h(w),
for some substitution e : Var — S.

@ Sb(X)=C({r},X)={a:aec h®(X) for some e: Var — S}.

o We say that a rule r € Rg is structural iff (P, «) € r implies that
(h(P), h*(a)) € r, for all e: Var — S.

o A system (R, X) (where R C Rg, X C S) is invariant iff R C Struct
and X = Sb(X).

e A sequent (P, «) is a basic sequent of r iff
r = {(h®(P), h(«)) : for all substitutions e}. Rules possessing a
basic sequent are called standard.

@ We say that a consequence C is structural iff hC(X) C C(h¢X) for
all X C S and substitutions e.

e C is structural iff Th(C) is closed w.r.t. counterimages of
substitutions.
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Consequence operators

e Lindenbaum’s Lemma. If a system (R, A) is compact and
C(R,AUX) # S, then there exists a set Y C S such that:
Q@ C(R,AUX)C C(RAUY)#S
@ C(RAUY)=Y
© C(R,AUYU{a})=Sforeacha ¢ Y.
o By the degree of completeness of the system (R, A) we mean the
cardinality of the set {C(R,AU X): X C S}.
e If C is a consequence determined by (R, A), then by the degree of
completeness of C we mean the cardinality of the set {C(X) : X C S}
(i.e. of the set Th(C)).
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e M = (A, A*) is called a logical matrix iff A is an algebra similar to the
algebra S and A* C A is the set of distinguished values.
e ac E(M) iff h¥(a) € A*, for all v: Var — A.
e E(9M) is the set of all tautologies of M.
o Let Sy = (52, —, A\, V, >, —|) and
gﬁz = ({0’ 1}7 {1}7 f_)a f/\, f\/7 fH, fﬁ), Where:
Q 7 (x,y)=min(l—x+y,1)
Q@ " (x,y) = min(x,y)
Q fY(x,y) = max(x,y)
Q 7 (x,y) = max(min(1 — x,1 — y), min(x, y))
Q F(x)=1-—x.
o Let SCKAN — (SCKAN ', 'A v/, =) and
@ M3 = ({0,1,2},{2}, min(2,2 — x + y), min(x, y), max(x, y),2 — x).
@ Mr=(O(T){THL T —c(X—Y),XNY,XUY,T - cl(X)), where
(T,0(T)) is a Ty-topological space.
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e Any Iggical matrix 9t = (A, A*) determines a matrix consequence Mt
a € M(X) iff for each v : At — A, if h¥(X) C A*, then h¥(«a) € A*.

o E(9M) = M(0).

@ Any matrix consequence is structural.

o Let M = (A, A¥).

o Let X € Sat(9M) iff there exists a valuation v : Var — A such that
h"(X) C A*.

o Let Sat, = (h*)~1(A%).

o E(MM)= () Sat,.

ViAt—A

o Sb[E(DM)] C E(M).

o re V(M) iffforall PC Sand a € S: if (P,a) € rand P C E(9M),
then o € E(OM) (rules valid in 9);

o re N(M)iffforall PCS, ae€Sandv: Var— S:if (P,a) €rand
h¥[P] C A*, then hY(a) € A* (rules normal in 9).
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o N(OM) = Der(ﬂ??)

o V(M) = Adm(9%)

@ r,e V(M) — N, if 0 & A* ¢ A

@ Modus ponens rule rg is valid and normal in 913, while the rule %ﬁw
is not valid in 9i3.

o If X C E(9M) and R C V(M), then C(R, X) C E(M).

o Let M = (A, A*) and 91 = (B, B*) be similar matrices.
o M is a submatrix of N iff A is a subalgebra of B and A* = AN B*.
o M is isomorphic with O iff there exists an isomorphism h of A on B

such that for all x € A: x € A* iff h(x) € B*.
o f: A— Bisa homomorphism of 9t on M iff f is a surjective
homomorphism of A on B and for all a € A: a € A* iff f(a) € B*.
If 0T is a submatrix of 91, then E(91) C E(M).
If there exists a homomorphism of 9t on 9, then: V(M) = V(N),
N(OT) C N(D), E(ON) = E(M).
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e R is a congruence of the matrix Mt = (A, A*) iff R € Con(A) and for
all x,y € A: if xRy and x € A*, then y € A*.

e M/R = (A/R,A*/R) is a quotient matrix iff A/R is a quotient
algebra, R is a congruence of M and A*/R = {[a]g : a € A*}.

e
e If R is a congruence of 9, then 9?? =M/R.

o I M. = (]I A¢, [] A}) is a product of a family {9;};c1 of
teT teT teT
similar matrices.

o E(I] M) ={E(M;):te T}.

teT
@ Forany R C Rs and X C S, the matrix "X = (S, Cr(X)) is called
the Lindenbaum matrix of (R, X).

o E(MRX) = {a: Sh(a) C Cr(X)}.

o If r, € Adm(R, X), then E(IMRX) = Cr(X).

o If r, € Adm(R, X), then each structural rule valid in MMR-X is normal
in IMRAX.
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@ Let (R, X) be a logical system in a language S and let 9t be a matrix
similar to S. If E(9) = Cr(X) = Cr x(0), then we say that 91 is
weakly adequate for (R, X).

@ Lindenbaum’s Theorem on weak adequacy. For any logical
system (R, X) such that r, € R and all rules in R — {r.} are structural
there exists a finite or countable matrix 9t such that
C(R,X)=E() and R — {r.} C N(ON).

e Examples:

o M, is weakly adequate for classical propositional logic.

e Modal logic 55 does not have a finite weakly adequate matrix, but it
has an infinite weakly adequate matrix (Wajsberg).

e Finite-valued tukasiewicz logics have finite weakly adequate matrices.

o Infinite-valued tukasiewicz logic has an infinite weakly adequate matrix.

o If Cr(X) = E(M), then: Adm(R, X) = V(IM), Der(R, X) C V(IM),
N(9) C Adm(R, X).
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o We say that 9 is strongly adequate for (R, X) (or for consequence
Crx) iffforall Y CS: Cr(XUY) =M(Y).

e 9 is strongly adequate for (R, X) iff N(90t) = Der(R, X).

e A system (S, C) is uniform iff forall X €S, Y C Sand a € S: if
Var(X) N Var(Y) = Var({a}) N V(Y) =10, C(Y)# S and
a e C(XUY), then a € C(X).

e A system (S, C) is separable iff for any family R of sets of formulas
such that:

Q@ ifX,YER, X#Y, then Var(X)N Var(Y) =0
Q U{Var(X): X e R} # Var
@ if X € R, then C(X) # S,

we have C(UR) # S.

@ Theorem (tos, Suszko 1958, Wojcicki 1970). If a structural system
(S, C) is uniform and separable, then there exists a matrix 9t such
that C = Gyy.
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@ Let K be a class of similar matrices and define the consequence
generated by IC: a € Ce(X) iff a € Gr(X) for all Mt € K.

e We say that K is adequate for a system (S, C) iff for any X C S and
aeS: ae C(X)iff a € Ce(X).

@ Theorem. For any system (S, C) the class of all its Lindenbaum'’s
matrices (called the Lindenbaum’s bundle) is adequate for (S, C).

e A matrix 9 for (S, C) is called a C-matrix iff C < Gyy.

@ Let Matr(C) be the class of all C-matrices.

o If we divide each matrix in Matr(C) by its greatest congruence, then
we obtain the class Matr*(C) of quotient matrices whose only
congruence is the identity relation.
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e Ordinal definition. A partially ordered set (L, <) is called a /attice iff
for all a, b € L there exist their meet (infimum) a A b and join
(supremum) a V b.

A, V) is called a lattice iff
(L1) aAb=bANa (L") avb=bVa
(L2) ana=a (L2") ava=a
(L3) an(bAnc)=(anb)Ac (L3) av(bVc)=(avb)Vec
(L4) an(avb)=a (L4) av(anb)=a
@ The above two definitions are equivalent.
o (p(X),N,V) is a lattice for any set X.
e The family Eq(X) of all equivalence relations on a set X is a lattice:
ONY=0N1, 0V =0U(@oyp)U(lorhol)U(orpoforp)U...
e Con(A) is a lattice for any algebra A.
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Pentagon Njs:

We have here:
xAN(yVz)=xAN1=x
(xAy)V(xANz)=0Vz=1z
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Diamond Ms:

We have here:
xAN(yVz)=xAN1=x
(xAy)V(xAz)=0v0=0
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Lattices
Two Hasse diagrams of the lattice (p({a, b, c}),N, U):

{a, b, c}

{a, b, c}

VRN tab
{a,b} {a,c} {b,c} {b, c

XX
3} {8} o)

V%

{c}
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o [a,b] = {x € L:a< x< b} interval.
o If [a, b] = {a, b}, then we say that a precedes b (a < b).

@ A lattice is bounded iff it has the smallest element 0 and the greatest
element 1.

e Atoms: minimal elements in (L — {0}; <).
e Coatoms: maximal elements in (L — {1}; <).

@ A lattice is atomic iff each non-zero element is preceded by an atom.
A lattice is atomless iff it does not have any atoms.

@ () # A C Lis an ideal iff

Q ifx,ye A, thenxVvyeA
Q if xe Aand y <x, then y € A.

e ) £V C Lis a filter iff

Q@ ifx,yeV,then x Ay eV
Q ifxeVand x<y, thenyeV.
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o A lattice L is complete iff each subset A of L has a supremum \/ A
and an infimum A Ain L.

@ Theorem (representation of complete lattices). For any complete
lattice (L, <) there exists a closure operator C on L such that (L, <)
is isomorphic with the lattice of all C-closed sets.

o Let (L, <) be a complete lattice. An element a € L is compact iff for
any X C L: if a< \/ X, then ¢ <\/ Y, for some finite Y C X.

o A complete lattice (L, <) is algebraic iff any element of L is a join of
compact elements of L.

e (L,A,V) is modular iff for all a,b,c € L: if ¢ < a, then
an(bvec)=(anb)Vec.

o A lattice is modular iff it does not contain N5 as a sublattice.

o (L,A,V) is distributive iff for any x,y,z € X:
xAN(yVz)=(xAy)V(xAz)and xV(yANz)=(xVy)A(xV2z).

e (L,A,V) is distributive iff it contains neither N5 nor M3 as a sublattice.

e Any distributive lattice is isomorphic with a field of sets.
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e (B,A,V,—,0,1) is a Boolean algebra iff (B, A, V,0,1) is a distributive
lattice with zero 0 and unity 1 and for all x € B there exists the
complement —x of x such that (x V (—x)) =1 and (x A (—x)) = 0.

@ Examples:

e 2=({0,1},A,V,—,0,1), where ({0,1}, A, V) is a lattice, —0 =1,
—-1=0.

o (p(X),N,U,—,0,X) for any set X.

o Let T be the set of all theses of classical propositional logic. Let ¢ ~
iff o <> 1 € T. The family of all ~-equivalence classes is a Boolean
algebra, whose operations are defined by: [¢ A 9]~ =[]~ A [¢]~,

[p VY~ =[el~ VI[Y]n [FY]e = =[P, 0= [L]~, 1=[T]~.

o ({0,a,b,1},A,V,—,0,1), where a#£ b, aAb=0, aV b=1 (then

b= —a).
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@ A proper ideal J in a Boolean algebra A is maximal iff J is a prime
ideal, i.e.: forany a,bc A, ifaAnbe J, thenae Jorbe J.

@ A proper filter F in a Boolean algebra A is maximal (is an ultrafilter)
iff for any a, b€ A, ifavbe F,thenae ForbeF.

@ Theorem (representation of Boolean algebras). Any Boolean algebra
is isomorphic with a field of sets.

@ Theorem. A Boolean algebra A is atomic and complete iff it is
isomorphic with the field of all subsets of some set.

e If Jis a proper ideal in a Boolean algebra A, then the relation ~
defined by a~, biff aA—b € Jandb A —a € J is a congruence of A.

@ Each proper ideal in a Boolean algebra is a kernel of some
homomorphism.

@ Any two countable atomless Boolean algebras are isomorphic.
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o Let (A, A, V) be a lattice and x,y € A. The greatest element in
{z€ A:x Nz <y} if exists, is called the pseudocomplement of x
w.r.t. y and denoted by x = y.

@ In any finite distributive lattice there exists a pseudocomplement of x
w.r.t. y, for all x and y.

o If x = y exists for any x,y € A, then (A,=, A, V) is called an
implicative lattice. Each implicative lattice is distributive and contains
the unit 1 = x = x.

e If in an implicative lattice (A,=-, A, V) there exists zero 0, then we
can define the operation of pseudocomplement —x = x = 0 for all
x € A. In this case z < —x iff x Az =0, and hence —x is the greatest
element of {z € A: x A z = 0}.

o (A,=,A,V,—)is called a Heyting algebra (pseudoboolean algebra) iff
(A, =, A, V) is an implicative lattice with 0 and —x = x = 0 for all
x € A.
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The linearly ordered set {0, a,1}, where 0 < a < 1) with operations
defined below is a Heyting algebra:

Al0lall Vi0ojlal|l =10]a|l X | —x
0/|0j0|O0 0/ 0|a|l 0111 0| 1
a|0|ala alalal|l a|0]1]1 a| 0
1/0|a]1 1111 1 0|al 1|0

Here —x = 0 for all x # 0. The equality x V —x = 1 does not hold in this
algebra because aV —a=aVv(a=0)=aVv0=a#1.

@ Each finite distributive lattice is a Heyting algebra.

@ Heyting algebras in which x V —x = 1 are Boolean algebras.
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Topology

e (X, T)is a topological space iff X is a set and T C p(X) is a
topology, i.e. a family of open sets such that:

Q@ XcT,0eT
Q@ ifAcTandBe T,then ANBe T
Q@ifACT, thenJAeT.

e Complements of open sets are called closed sets. Let A© = X — A.

o c(A)={FepX):ACFAX—F € T} (closure of A).

e int(A) =J{U € T : U C A} (interior of A).

e fr(A) = cl(A) — int(A) (boundary of A).

o Ais open (closed) iff A= int(A) (A = cl(A)).

o (cl(A))c = int(A°).

o (int(A))c = cl(A°).

e U C X is a neighbourhood of x € X iff x € V C U for some V € T.
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Topology

Topological spaces may be defined also in terms of closure (interior)
operators:

e (X, C) is a topological space iff X is a set and C : p(X) — p(X) is a
closure operator in X, i.e.:
Q C0)=0
Q@ AC C(A)
© C(AUB)=C(A)UC(B)
Q C(C(A) = C(A).
@ Then T={X—-ACX:A=C(A)} is a topology on X and
C(A) = cl(A).
e (X, 1) is a topological space iff X is a set and [ : p(X) — p(X) is an
interior operator in X, i.e.:
Q /(X)=X
@ /(A CA
© /(AN B) = I(A) N I(B)
Q /(I(A)) = I(A)-
@ Then T={AC X : A= 1(A)} is a topology on X and /(A) = int(A).
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Topology

@ By a Hausdorff space we mean a topological space in which any two
distinct elements have disjoint neighbourhoods.

@ A topological space (X, T) is compact iff any covering of X by open
sets contains a finite subcovering of X.

@ A topological space (X, T) is connected iff X is not the union of two
disjoint open sets.

o A set Ais regularly open in (X, T) iff A= int(cl(A)) (this is
equivalent to fr(A) = fr(cl(A))).

e A topological space (X, T) is totally disconnected iff () and all
one-element sets are the only connected sets in (X, T).

@ B C p(X) is a base of topology T on X iff each element of T is a
union of some subfamily of 5.

e If (X, T) is a topological space, then T is a Heyting algebra in which
A= B = int(A°UB).
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Topology

@ Let Ug be the family of all ultrafilters in a Boolean algebra B.
@ Forany x € B let u(x) ={U € Ug : x € U}.

e Then {u(x) : x € B} is a base of topology in Ug and Ug with this
topology is called the Stone space of B.

@ The map u: B — p(Ug) is an isomorphism of B on the field of sets
which are simultaneously open and closed in this topology.

@ The Stone space of a Boolean algebra B is a compact and totally
disconnected Hausdorff space.
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Topology

Another definition of Boolean algebras:
o We say that A = (A, A, V, —,>, =) is a Boolean algebra iff

@ (anb)Ve=(bVec)An(aVe)
Q (avb)Ac=(bAc)V(aAc)
avV(bA—b)=a
an(bv—b)=a
abb=-aVb
a+b=(arb)A(bra).

©000

e > is called codifference, - is called symmetric codifference.

e Forany aand b: (aV —a)=(bV —b)and (aA—a)=(bA—b) and
hence we can define 0 =aA —aand 1 =aV —a. Let a < b (Boolean
ordering) iff (a> b) = 1.

e U is called a normal ultrafilter of A = (A, A, V, —,>,+,0) iff U is an
ultrafilter and for any a,b € A: aob € U iff a=b.
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Topology

e A= (A N,V,—,>, =, 1) is called a topological Boolean algebra iff
A = (A A, V,—,>, =) is a Boolean algebra and / is an interior
operator such that:
Q/(1)=1
Q /(a)<a
© /(anb)=1I(a)AI(b)
0 1(1(a)) = I(a).
e A= (A NA,V,—,>, =, 0)is called a B-algebra iff A = (A, A, V, —,>, =)
is a Boolean algebra and o is a binary operation on A.
o A B-algebra A = (A, A,V,—,>,+,0) is called a TB-algebra iff for any
a,b,c,d € A
Q aca=1
Q (aob)<(a+b)
O (aob)A(cod)<(avc)o(bod), where o € {A,V,0}.
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Topology

e For any TB-algebra A = (A, A,V,—,>,+,0) and any a € A the
operation / defined by /(a) = ao 1 is a topological interior operation.

e For any topological Boolean algebra A = (A, A, V, —,>, =, ) the
operation o defined bya o b = I(a + b) satisfies the conditions from
the definition of a TB-algebra.

e TB-algebra A = (A, A,V, —,>,+,0) is called well-connected iff for
any a,b,c,d € A: if (aob)V(cod)=1,then a=borc=d.

@ Theorem. There exists a normal ultrafilter in a TB-algebra
A= (AN, V,—,b>, +,o0) iff this algebra is well-connected.

o A= (A N,V,—,>,+,0)is called a Henle algebra iff
A= (A A,V,—,>,+)is a Boolean algebra and aocb=1fora= b
and aob =0 for a# b.

@ Each Henle algebra is a TB-algebra. Interior operator / in Henle
algebra is defined by /(a) =aol. Then /(a) =1 for a=1 and
I(a) = 0 for a # 1. Each ultrafilter in A = (A, A, V, —,1>, =) is normal
in this algebra.
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